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Abstract

An essential feature of autonomous adaptive agency is that a
system behaves according to an intrinsic norm. In this paper,
we illustrate and clarify this notion of “behavior according to
an intrinsic norm” with a minimalistic model of agency. We
present a minimal metabolic system whose auto-catalytic dy-
namics define a viability region for different concentrations of
available resource or ‘food’ molecules. We initially consider
the availability of food as a control parameter for metabolic
dynamics. A bifurcation diagram shows that for fixed val-
ues of available food, there exists a viability region. This re-
gion has an non-zero stable equilibrium and a lower bound-
ary that takes the form of an unstable equilibrium—below
which, the tendency of the system is towards “death”, a sta-
ble equilibrium with a zero concentration of metabolites. We
define the viability region as that in which the system tends
toward the “living” stable-equilibrium. Outside of this re-
gion, in the precarious region, the system may live for some
time but will eventually die if the food concentration does
not change. With a precise definition of system-determined
death, living, precarious and viable regions we move on to
reconsider the available concentration of resources ([F]), not
as a free parameter of the system but as modulated by organis-
mic behaviour. By coupling the metabolism to a behavioural
mechanism, we simulate a stochastic, up-resource gradient
climbing behaviour. As a result, the effect of behaviour on
the viability space can be mapped and quantified. This lets
us move closer to defining adaptive action more precisely as
that course of behaviour whose effect is in accordance with
an intrinsic normative field.

Introduction

The way in which living systems (from bacteria to humans)
actively regulate their relationship with their environments
strongly contrasts with inanimate objects. This agency is
widespread in nature and it continues to capture the atten-
tion of philosophers, theoretical biologists, psychologists
and roboticist alike, for it has proven to be a difficult prop-
erty to define, model or synthesise.

The notion of agency often carries with it closely re-
lated and traditionally problematic notions such as normativ-
ity, adaptivity, individuality, teleology, intentionality, goal-
directedness or free-will. Artificial life modelling tech-
niques are well suited to provide a bottom-up approach ca-
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pable of conceptually clarifying the systemic character of
the properties associated with agency, its origins and nature.

After reviewing a wide variety of definitions and uses of
the term ‘agency’ ranging from biology to robotics, Baran-
diaran et al. (2009) define agency as follows:

“an agent is an autonomous organization capable of
adaptively regulating its coupling with the environment
according to the norms established by its own viability
conditions.” (p.376)

In this paper we attempt to make more explicit what is meant
by the expression “according to the norms established by its
own viability conditions”. Similar expressions have been
used by Di Paolo (2005); Barandiaran and Moreno (2008);
Skewes and Hooker (2009) but no model has yet been devel-
oped to illustrate and describe in detail the meaning of this
expression (and others closely associated with it). The goal
of this paper is to make progress in this direction using a
minimalist model that can help understand and scientifically
articulate a formal and quantitative definition of agency. To
this end, we present a model that exemplifies the key con-
cepts of “normative behaviour” in the context of agency. To
further contextualize the model and its interpretation, in the
next section we introduce the conceptual (i. e. philosophical)
and theoretical problem and two contemporary approaches
to it. We then introduce the design specifications of the
model and analyze its dynamics and their interpretation in
terms of normativity, precariousness, adaptivity and viabil-

ity.

Autonomous agency and normativity: some
dynamic requirements

The issue of natural agency and norms is attracting increas-
ing attention (Frankfurt, 1978; Burge, 2009; Di Paolo, 2005;
Skewes and Hooker, 2009; Barandiaran et al., 2009; Silber-
stein and Chemero, 2011) and Artificial Life is very well
suited to make some conceptual progress on key aspects of
agency and its origins. In fact, minimal models of agency
have been a recurring topic in the field (from protocellular
models to robotics).
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Figure 1: Classical picture of a Viability region defined for
two essential variables (food and water), outside the region
the system will die. Viable trajectories are those that remain
within the boundaries of the viability region. Model gener-
ally focus on designing a control system that generates the
appropriate trajectories inside the viability region but the re-
gion itself is given (e. g. arbitrarilly designed or experimen-
tally determined).

Arguably, minimal forms of agency (like chemotaxis) en-
capsulate some of the most important properties of “higher”
levels of agency (such as human agency). One such prop-
erty is normativity: i.e. the dimension of behaviour in
which value comes into play—in which actions are good
or bad, adaptive or maladaptive, appropriate or inappro-
priate(Christensen and Bickhard, 2002; Barandiaran and
Moreno, 2008; Burge, 2009). While artificial systems can
be judged to operate in relation to norms, these norms have
(thus far) always been defined by the designer of the artifi-
cial system or interpreted by an external observer or user. In
other words, what is good or bad functioning for a robot, a
car or a coffee machine has been a matter of the design spec-
ifications which are largely independent of the structure and
organization of the artifact. This is unlike biological organ-
isms that respond to norms that are more closely related to
the organization of the organism itself and what is (or is not)
conducive to its ongoing operation.

Philosophers and scientists have tried to justify this nor-
mative dimension of natural agency in two ways. The most
popular is the evolutionary (Millikan, 1989) approach in
which a behaviour is considered to be normative or adaptive
if it has been selected by evolution. In this view adaptation is
ultimately a result of natural selection and it is only as a re-
sult of a process of selection that a character or process (e. g.
a pattern of behaviour) can be said to be adaptive or mal-
adaptive. This evolutionary approach to etiology, faces nu-
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dead

Figure 2: The viability boundary is an unstable equilibrium
between living and dead states.

merous problems. One of them is how to categorise the first
instance of a particular adaptive (i.e. norm following) be-
haviour? If a norm depends on an evolutionary selective his-
tory, then the first case of a “norm following” behaviour does
not qualify as norm-following until it has been selected. This
is clearly unsatisfactory. A criteria that is independent from
history and is instead grounded on the very organization of
the system and its ongoing dynamics seems better suited—
indeed required—if we are to derive a consistent definition
of adaptivity and normative behavior. This is precisely the
motivation underlying the main alternative approach to nor-
mativity and adaptation. The organizational approach (as it
might be called) puts at its center the idea of autonomy; from
the Greek autos = self, and nomos = norm (Varela, 1979,
Ruiz-Mirazo and Moreno, 2004; Di Paolo, 2004; Kauffman
and Clayton, 2006). Although the origins of this approach
can be traced back to the works of Aristotle and Kant (his
Critique of Judgement), it was through the relatively mod-
ern development of theoretical biology and the physics and
chemistry of far-from-equilibrium systems that it entered the
scientific discourse. The contemporary conception of the or-
ganisational approach contends that norms are to be found as
conditions of viability of the system, sometimes depicted in
adaptive behaviour literature as a viability region (see Fig-
ure 1) or discussed as ‘viability constraints’ (Ashby, 1952;
McFarland, 1999; Aubin et al., 2011). A closely related
term is that of precariousness (Jonas, 1966, 1968; Weber
and Varela, 2002; Di Paolo, 2005; Barandiaran et al., 2009),
related, but not identical to the notion of “being far from
thermodynamic equilibrium” when the system is a chemical
or metabolic system (Ruiz-Mirazo and Moreno, 2004). The
idea is that natural agents are organisms (i.e. living systems)
that stand always in precarious conditions: if they don’t ac-
tively regulate their interaction with their environment (e.g.
find food or a lower temperature) they will perish, since they
exist in a continuous need of thermodynamic exchange with
their environment. This precariousness is meant to form the
basis of the normative character of behaviour: the system
must actively seek to compensate its inherently decaying or-
ganization.

In a key paper where the theory of autonomy (in particu-



lar the autopoietic tradition) is complemented and expanded
with Ashby’s framework for adaptive behaviour, Di Paolo
(2005) defined adaptivity (in relation to agency) as:

“a system’s capacity, in some circumstances, to reg-
ulate its states and its relation to the environment with
the result that, if the states are sufficiently close to the
boundary of viability, 1. tendencies are distinguished
and acted upon depending on whether the states will
approach or recede from the boundary and, as a conse-
quence, 2. tendencies of the first kind are moved closer
to or transformed into tendencies of the second and so
future states are prevented from reaching the boundary
with an outward velocity.”

Di Paolo’s definition of adaptive agency could be explic-
itly modelled and formalized. However, most of the mod-
els that have been developed with similar approaches have
failed to address two blind spots: (1) viability boundaries
appear as given or defined from without and the models fo-
cus on how to shape adaptive dynamics to maintain the tra-
jectories of essential variables within those boundaries; (2)
as a consequence, the relationship between the organismic
dynamics that define the boundaries and the dynamics that
control adaptive behaviour remain decoupled. In previous
work (Egbert et al., 2009, 2010b) we have explored the rela-
tions between the viability boundary determining metabolic
dynamics and the dynamics that drive organismic behaviour
A further problem remained however: although the bound-
aries of viability were directly linked to the modelled sys-
tem, they were only defined by the system in a relatively
trivial way. The boundaries of our models and similar ef-
forts by others (see e.g. Ruiz-Mirazo and Mavelli, 2008)
were the result of rough physical magnitudes: disappear-
ance of the protocell due to complete lack of catalysts or
bursting disintegration of the protocell marked by the upper
limit of the tension of the membrane. The boundaries were
not emergent from interactions between system processes in
the holistic system-interdependent manner that characterizes
integrity and systemic identity in real organism. In our pre-
vious models viability boundaries equated to absence of the
system (i.e. total disintegration or zero quantity of its con-
stituent elements). But, in natural systems, the limits of via-
bility do not map with the physical disintegration of a system
(Figure 2A), but rather with the loss of the capacity of the
system to sustain itself. To lose viability is not to disappear
altogether but to cross a much more subtle boundary after
which the maintenance of life becomes impossible (Figure
2B). This boundary is the result of the dynamic organization
of the system and, as we shall see, it defines a norm that
behavioural patterns need to satisfy in order to be adaptive.

In this paper we model a minimal protocell-like sys-
tem whose metabolic dynamics define an emergent viability
boundary. For fixed concentrations of available resources,
we can plot a bifurcation diagram of the chemodynamics
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Figure 3: A) The influences of the forward and backwards
flow of the autocatalytic reaction and degradation upon the
concentration of A. B) The combined influence of the chem-
ical reactions and degradation upon the concentration of A
given a fixed concentration of [F] = 1.4.

that indicates the intrinsic boundaries of viability of the sys-
tem. Different viability regions can be identified and the
adaptive norms of the system clearly defined and quantified.
We then couple a gradient climbing behavioural mech-
anism to the metabolic dynamics. We show that in this
metabolism-behaviour coupled system, the behaviour of the
system can be directly mapped into the viability space of
the simulated agent and it is possible to explicitly show and
quantify how the system is adaptive for and by itself.

Model
Minimal metabolism

The metabolic organisation of self-production is one of the
most fundamental properties of living systems and has been
studied as such by many (Kauffman and Farmer, 1986;
Kauffman, 2003; Varela, 1979; Ruiz-Mirazo and Moreno,
2004). In creating and maintaining themselves, living sys-
tems define their own viability constraints—the necessary
and sufficient conditions for their continued existence. Thus,
for the present work, metabolism is particularly relevant be-
cause it captures precisely what we wish to study. In its min-
imal and essential form it suffices to model metabolism as
the self-production of a chemical network through the trans-
formation (by the network) of available resources into con-
stituents of the network. In previous work (Egbert et al.,
2010a,b, 2009) we have modelled these kinds of systems in
more detail, but here we abstract the system into two cat-
egories of components that we use to approximate a more
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Figure 4: The system is has a single stability at [A] = 0.0
for low concentrations of F'. At [F] = 1.1 the system bifur-
cates, and for concentrations of F' greater than this value, the
system has two stable equilibria—the “living stable equilib-
rium” (where [A] > 0.0) and “dead” (where [A] = 0.0) and
one unstable equilibrium, the viability boundary.

complicated metabolic system. These categories are ‘food’
or resource reactant(s) ‘F” and metabolites, i. e. members of
the autocatalytic set, ‘A’. Note that this approximation can
be read as a higher order description of a more complicated
system where A might capture an order parameter of a com-
plex network of reactions among multiple molecules. In fact
a recent and more complex model by Piedrafita et al. (2010)
can be taken as dynamically similar to the present one, al-
though it has a higher number of metabolites and catalysts
and addresses other theoretically relevant properties (such as
catalytic closure—which despite its relevance for the overall
project of defining life and agency we have decided to leave
aside for the specific purpose of the present paper).

We approximate the global dynamics of a more complex
network according to the following reaction in which two
members of the autocatalytic set interact with F' to produce
a third member of the autocatalytic set.

2A+F < 3A

Note that the arrow is bidirectional, meaning that the reac-
tion can occur in either direction, as is the case for all chem-
ical reactions. A rate constant is associated with each di-
rection (forward and backward) of the reaction k;, = 0.45,
ky = 1.0. In addition to this autocatalytic reaction, A is
subject to degradation into lower energy chemicals that are
assumed to have no subsequent effect on the the reaction and
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are therefore not modelled. The combined influence of the
forward and backward autocatalytic chemical reaction and
the degradation are simulated by the following differential
equation in which the degradation constant kg = 1.0.

[A] _ _kbG[A]S + kf[F‘Q][AP _ k‘d[A]

Metabolism-based chemotaxis

To study how behaviour can be sensitive to the viability
boundary, we couple the metabolism to a simple stochastic
gradient-climbing behavioural mechanism known as “run or
tumble”. The run and tumble behaviour is inspired by the
behaviour observed in Escherichia coli and other bacteria,
that achieve chemotaxis through probabilistic modulation of
two behaviours, “running” where the organism moves in a
roughly straight line and “tumbling” where the organism
chooses a new orientation at random. The mechanism mod-
elled here is a form of metabolism-based-chemotaxis, mean-
ing that no specific sensor nor chemical pathway is required
to modulate behaviour; instead metabolism itself affects the
behavioural probabilities so as to modulate the probability
of tumbling (see Egbert et al., 2010b).

We have employed this coupling of metabolism and be-
haviour in previous papers to study the adaptability that such
a coupling provides (Egbert et al., 2010b) and the possibil-
ity that an interaction between metabolism, behaviour and
evolution can facilitate adaptive evolution of populations of
protocells (Egbert et al., 2010a, 2011). Here we study how
such a behavioural mechanism influences trajectories along
the viability space.

In this case, the simulation of metabolism-based be-
haviour works as follows. The agent is considered to always
be in a default state of running (moving in a straight line)
& = kcos(a),y = ksin(«). Tumbling occurs probabilisti-
cally with a likelihood that is modulated by the change in the
concentration of A. If, since the previous iteration, [A] has
decreased, the organism will tumble—i. e. a new orientation
will be chosen from a flat distribution (@ = rnd[0..27]).
Otherwise, the agent will continue running. A tumble in-
hibits any further tumbling for 5 iterations.

This particular form of metabolism-based run tumble
mechanism is a highly simplified approximation of the
“derivative” method used by E. coli and that simulated
in (Egbert et al., 2010a, 2011) that compares the current
metabolic rate to its rate a few moments previous. A de-
crease in metabolic rate indicates a worsening situation and
increases the chance of a reorientation of the organism. In
this way, the organism performs a simple but highly effective
and surprisingly adaptive (Egbert et al., 2010b) behavioural
strategy that can be captured by the anthropocentrism “If
things are going well, I'll keep going in this direction that
I’ve been heading, otherwise, I'll go somewhere else.”
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Figure 5: Paths taken by a successful chemotactic agent (top plots) and an unsuccessful agent (bottom plots). The left plots
indicate the path of the agents in space plotted against [A]. The surface at the bottom of the image indicates the concentration
of F' in the environment. The right images show the path taken by the agents through viability space (see Figure 4). Initial
oscillations around the viability boundary are eventually replaced by a trend up to the “living stable” equilibrium, thanks to the

chemotactic motion.

Simulation results: metabolic and behavioural
dynamics

Metabolic dynamics: bifurcation line as viability
boundary

We first consider the metabolic system independently of be-
haviour and study its dynamic for fixed concentrations of F'.
Intuitively, it is clear that with no food, [F] = 0, the sys-
tem should be unable to maintain itself in the face of degra-
dation. This is also the case for low concentrations of F'.
As we start to increase [F] however, the combined effect of
its progressive disintegration and the forward and backward
metabolic reactions of A leads to a bistable dynamic regime.
The dynamic tendency of the three reactions and their com-
bined effect for a fixed value of [F] = 1.4 can be seen in
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Figure 3A. It is clear from Figure 3B that this system has
two stable equilibria, “death” at [A] = 0.0 and “living sta-
ble” at [A] =~ 7.5, with an unstable equilibrium, the viability
boundary at [A] ~ 1.8.

Analysis of the metabolic dynamics for different, fixed
values of [F] gives us the bifurcation diagram in Figure 4.
For [F] > 1.1, there is enough food to maintain a non-
zero concentration of A. In this area of the parameter space,
the system has two stable equilibria: “living stable” (where
A > 0.0) and “dead” (where [A] = 0.0) and one unsta-
ble equilibrium, the viability boundary (the dashed line in
Figure 4). Below the viability boundary, the system tends
towards the “dead” equilibrium.
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Figure 6: A summary of the regions of viability space: liv-
ing, death, viable and precarious. See main text for further
explanation.

Chemotactic behaviour

Figure 5 shows the trajectories of two different agents us-
ing the metabolism-based mechanism. The left-hand figures
shows motion in space plotted against [A], the concentra-
tion of the autocatalyst. The right-hand figure shows the
trajectory of the agent in “viability space” i.e. the same
space as shown in the bifurcation diagram in Figure 4. The
top images are for an agent that succeeded at performing
chemotaxis. The lower images are the same, but for an agent
that has had “bad luck” and the stochastic gradient climbing
mechanism has failed.

Model interpretation and discussion: Agency,
precariousness, norms and adaptivity

This simple model suffices to satisfy a minimal requirement
of normative behaviour, in that it generates a viability space
where, living, viable, precarious, irreversible-terminal and
death regions can be clearly identified. These are high-
lighted in Figure 6. The “dead region” can be clearly seen
as the zero concentration of the required metabolites (a com-
plete disintegration of the system) . A viable region is identi-
fied where, given a fixed supply of resources, the system will
maintain itself, growing or shrinking until it reaches the “liv-
ing stable” equilibrium. The arrows indicate the tendency
of metabolic dynamics for different regions of the viability
space. The viable region can be precisely defined for a range
of the parameter [F'] and a range of initial conditions [A] as
the subregion of the living space where for each point the
evolution of the system will tend toward the stable living
equilibrium. The unstable equilibrium at the bottom of the
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Figure 7: The idea of the ‘normative field’ in the precari-
ous region — the effects of behaviour as efforts to move the
system into the region of viability.

viable region defines a lower boundary of viability below
which, the system tends toward death. For small values of
[A] and [F] we can distinguish a precarious region (medium
grey area in Figure 6), where the system is still alive but will
tend to die if the parametric condition [F] is kept constant,
but could still recover if [F] is appropriately modulated. Un-
derneath the precarious region a terminal-irreversible region
can also be distinguished (dark grey area in Figure 6). If [A]
falls in this region the system will be “alive” for some time,
but will irreversibly die (given a certain limit of [F'] increase,
defined e. g. by diffusion).

We can now introduce the notion of a normative vector
field defined by the minimal constant increase of [F] that
is required at each point of the precarious region in order to
move the state of the system into the viable region before the
system reaches the terminal-irreversible region. Figure 7 is
meant to illustrate this field: if the values of [F] and [A] are
low (bottom-left side of the figure) the required increase of
[F] is very big since the tendency of [A] will soon push the
system to the terminal-irreversible region. If the concentra-
tion of F'is low but there is a lot of A the required constant
increase in [F'] is low because the system has sufficient time
to reach the viability boundary before the tendency to die
becomes irreversible. Since [F] can be modulated by be-
haviour (provided that the environment displays a gradient
of [F']) a sense of normative agency can be precisely defined
for every state of the system in the precarious region: the
amount of increase of [F] that behaviour should achieve to
compensate for its precariousness, that is the required move-
ment in space that increases available [F'] in accordance with
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Figure 8: The effect of agency, idealised in this figure, but
also seen in Figure 5. See main text for further explanation.

the normative field. Note that the system can fail to meet
the norm, i.e. to adapt, for a variety of causes (e.g. be-
cause there is not enough [F] in the environment, because
it cannot move sufficiently fast or does not manage to move
up the gradient —like the case of the experiment shown in
Figure 5-bottom). And yet the action can be said to be in
accordance with the norm if it positively correlates with the
normative field.

Agency can thus be clearly defined as the behavioural
modulation that positively correlates with the normative
field (which shall, given the appropriate environmental con-
ditions, bring the system to its viable region). Figure 8 illus-
trates this point. To further illustrate this idea we examined
an agent with a “perfect” gradient climbing mechanism that
always moves directly up-gradient with a constant velocity.
(Removing stochasticity from the behaviour in the model
makes some of the dynamics easier to visualize.) Figure
9 plots one such “perfect gradient climber” with the same
initial values of [A] but different distances from the peak of
F' gradient. We can see how the agent repeatedly moves
from the precarious region back into the viability region, ex-
cept for very low values of [F] for which the system, despite
its behavioural modulation of [F] fails to reach the viabil-
ity region and perishes — as the behavioural mechanism is
insufficient to compensate.

Conclusions

To conclude, we state that for autonomous agency (that is
agency in relation to self-generated norms) to take place the
overall global constitutive dynamics of the system (its self-
maintaining organizational dynamics) should at least (that
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Figure 9: Trajectories of the system in the viability space as
a function of its gradient climbing behaviour. Solid lines
indicate trajectories that lead to the living stable equilib-
rium, dotted trajectories (despite behavioural influence) tend
to death.

is minimally) display an intrinsic topology with a viabil-
ity boundary (with the form of a bifurcation) that defines
a precarious region where behaviour can compensate for a
death-ward tendency. Arguably, it is only in relation to the
intrinsically determined normative field that behaviour can
be properly be identified as adaptive and constitute a clear
instance of natural normative agency.

The present model benefits from its low dimensionality in
that it is easier to understand, but is also suffers, perhaps,
from being over simplified in that there is really only two
ways that the system can vary. Real organisms are of course
much more complex and would display a multi-dimensional
normative field and viability boundaries or surfaces. We are
working on a more detailed model of a system similar to
that described here in which the metabolism and behavioural
mechanisms are more explicitly modelled (using more reac-
tants and reactions). This will allow us to explore a greater
variety of perturbations to system “health” as well as ways
for the system to be sensitive (and therefore responsive) to
its own viability. Another expansion of this work that we are
considering is the quantification of a normative vector field
and the formalization of the notion of positive correlation
with it.
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